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5.0 DATA INTERPRETATION 

 

This section interprets and discusses the data collected during the aquifer tests and the tidal influence 

study, including groundwater tidal influence correction for the pumping test data, calculations of well-

specific yield and efficiency, calculations of aquifer hydraulic parameters, calculations of the mean 

groundwater levels, calculations of fresh water equivalent heads (density correction) and estimation of 

groundwater flow patterns.  

 

5.1 TIDAL INFLUENCE CORRECTION 

 

Groundwater levels in the vicinity of the NoVOCsTMwell are affected by tidal fluctuations in San Diego 

Bay because of hydraulic communication between the groundwater and the bay and the proximity of the 

site to the bay.  Water level data derived from pumping tests must be corrected for tidal influence before 

they can be used to estimate aquifer parameters, except when the water level fluctuation caused by tides is 

insignificant in comparison with drawdown (such as in the pumping well).  This section discusses the 

principles of and approaches to the tidal influence correction, and applies the corrections to the pumping 

test water level data. 

 

5.1.1 Relationship Between Tide and Groundwater Fluctuation 

 

Observed groundwater level fluctuations can be divided into two components: (1) tidally induced 

fluctuations, and (2) fluctuations caused by other factors.  This relationship can be described by the 

following equation: 

 

dh t
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= −
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 (5-1) 

 

where 

h0 = Groundwater elevations without tidal influence [L] 

 h = Observed groundwater elevation [L] 

 H = Tidal elevation in surface water body [L] 

 Etide = Tidal efficiency [dimensionless] 



 

S:\NoVOCs\Draft Report\Text\Draft Report Rev2.doc 5-2 

 t = The time when groundwater elevation was measured [T] 

tlag = Time lag  between tidal effects in surface water body and corresponding effects 
at groundwater observation points [T] 

 

The first term of the right-hand side of Equation 5-1 represents the observed groundwater level 

fluctuation, and the second term of the right-hand side represents tidally induced groundwater level 

fluctuation.  The left-hand side of the equation represents groundwater fluctuations caused by other 

factors, such as pumping of groundwater, lateral changes in recharge or discharge in the aquifer, and other 

daily and seasonal water level changes (such as those caused by barometric pressure changes). 

 

As shown in Equation 5-1, the relationship between the tidal fluctuation in the surface water levels and 

the tidally induced groundwater level fluctuation is determined by two parameters:  tidal efficiency (Etide), 

and time lag (tlag).  The tidal efficiency is defined as the ratio of tidally induced changes in groundwater 

levels to the tidal changes in the surface water body.  The time lag represents the time difference between 

the tidal changes in the surface water body and corresponding changes in groundwater levels.  Both the 

tidal efficiency and time lag are determined by a number of factors, including aquifer hydraulic 

conductivity and storativity (or diffusivity), aquifer thickness, and distance from the observation well to 

the surface water body.  The relationship between the tidal influence parameters and the above factors in a 

homogeneous and isotropic aquifer can be expressed as follows (Jacob 1950; Ferris 1951): 
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and 
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 (5-3) 

 

where 

 x = Distance from the observation well to the coast line [L] 

 S = Aquifer storativity [dimensionless] 

 K = Aquifer hydraulic conductivity [LT-1] 

 B = Aquifer thickness (L) 

 tp = Tidal period (time between consecutive high and low tides) [T] 
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Based on Equations 5-2 and 5-3, the tidal efficiency will increase as aquifer hydraulic conductivity and 

aquifer thickness increase, and decrease as aquifer storativity and the distance from the coast increase.  

The tidal time lag will decrease as aquifer hydraulic conductivity and aquifer thickness increase, and 

increase as aquifer storativity and the distance from the coast increase.  Based on these relationships, the 

time lag will generally decrease when tidal efficiency increases.  Theoretically, the tidal efficiency and 

time lag are not functions of time. 

 

Equations 5-2 and 5-3 are based on the following assumptions:  

 

• Tidal fluctuations can be described as a sinusoidal function 
 
• One-dimensional groundwater flow is perpendicular to the shoreline 
 
• The aquifer is homogeneous and isotropic  
 
• The aquifer is under confined conditions 
 
• The shoreline is considered a lateral boundary that is perpendicular to groundwater flow 

direction 
 
• The observation well fully penetrates the aquifer 

 

In reality, aquifer conditions rarely meet all the above assumptions (Erskine 1991; Serfes 1991).  

Consequently, tidal efficiency and time lag are generally not calculated from Equations 5-2 and 5-3; the 

equations have been presented to provide a theoretical definition of tidal efficiency and time lag.  Instead, 

these two parameters are usually determined directly from observed groundwater and surface water level 

fluctuations.  A procedure to calcula te tidal efficiency and time lag from the observed groundwater and 

tidal data is presented in the following section.  

 

5.1.2 Procedure for Calculating Tidal Efficiency and Time Lag 

 

In order to calculate the tidal efficiency and time lag from the observed surface water (San Diego Bay) 

and groundwater level data, an observation period should be selected during which the groundwater level 

fluctuations are primarily affected by tide; other factors affecting groundwater levels (such as rainfall 

infiltration and pumping) should be negligible.  From Equation 5-1, if the effects of factors other than 

tidal fluctuations can be ignored ( 0/' =dtdh ), the observed groundwater fluctuations can be used 

directly to represent the tidally induced fluctuations, as expressed by the following equation: 
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 (5-4) 

 

For a time period from t0 to t1 in the groundwater observation record, the solution of Equation 5-4 can be 

obtained by integration as follows: 
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 (5-5) 

 

This integral can be expressed as follows: 

[ ]h t h t E H t t H t ttide lag lag( ) ( ) ( ) ( )1 0 1 0− = − − −  (5-6) 

 

Based on Equation 5-6, the tidal efficiency can be calculated as follows: 
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 (5-7) 

 

Equation 5-7 represents the tidal efficiency for the period from t0 to t1.   

 

In principle, tidal efficiency and time lag are constants that do not vary with time.  However, these 

parameters may vary from time to time because of groundwater flow conditions and inconsistencies in the 

amplitude and periodicity of tidal fluctuations.  In general, various tidal efficiencies can be calculated 

using Equation 5-7 for different periods of the data.  Different time lags can also be determined 

independently using different data sets.  A procedure for calculation of tidal efficiency and time lag is 

described as follows: 

 

(1) Choose a period in the observed groundwater level record when groundwater fluctuations 
are almost exclusively caused by the tidal fluctuations. 

 
(2) Identify the high tide and low tide in tidal records, and identify corresponding 

groundwater high level and low level in groundwater level records. 
 
(3) Calculate tidal time lag as follows: 
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t t tlag i tide i gw= −( ) ( )  (5-8) 

 

where 

ti(tide) = Time for the ith high (or low) tide [T] 

ti(gw) = Elevation time for the ith high (or low) groundwater elevation 
corresponding to the ith high (or low) tide [T] 

 

 (4) Calculate the tidal efficiency using the following equation: 
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 (5-9) 

 

where 

  Hi = The ith high (or low) tidal elevation (L) 

hi = The ith high (or low) groundwater elevation corresponding to the ith high 
(or low) tide [T] 

 
Figure 5-1 presents a graphical illustration of the time lag and tidal efficiency (amplitudes of the tidal 

fluctuations in San Diego Bay and MW-45) based on a comparison of San Diego Bay water levels and 

groundwater levels in observation well MW-45. 

 

5.1.3 Calculation of Tidal Efficiency and Time Lag Using April 1998 Tidal Study Data  

 

Tidal efficiency and time lags were calculated based on the groundwater elevation data collected at eight 

observation wells during the April 1998 tidal influence study.  The groundwater elevations in the wells 

were recorded at 10-minute intervals for 10 days.  During this period, the surface water level data in San 

Diego Bay can be divided into 39 monotonic segments (that is, water levels from high to low or low to 

high tide).  Groundwater levels at all observation wells clearly showed tidally influenced fluctuations that 

correspond to the tidal fluctuations in San Diego Bay.  The average amplitude of tides in the bay for the 

10-day period was 5.27 feet, and the average amplitude of groundwater fluctuations in various 

observation wells ranged from 0.36 to 0.46 feet.  The maximum, minimum, and mean tidal amplitude and 

groundwater fluctuations are presented in Table 5-1. 

 

The tidal efficiency and time lags were calculated for each of the 39 monotonic tidal segments during the 

10-day tidal study using the procedure described in section 5.1.2.  Table 5-1 shows the maximum, 

minimum, and mean estimated tidal efficiencies and time lags for the eight observation wells at the site.  
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As shown in the table, both the tidal efficiency and time lag vary slightly at the various observation well 

locations, but vary significantly during different tidal cycles, as indicated by the significant difference 

between minimum and maximum values of tidal efficiency and time lag.  The mean tidal efficiency 

(average tidal efficiency for all 39 tidal periods) at the eight observation wells ranges from 0.07 to 0.09.  

The higher tidal efficiency values were measured at downgradient observation wells (MW-52 and 

MW-53), which are the closest to the bay of the wells monitored.  The difference between the maximum 

and minimum tidal efficiency during different tidal cycles was about 0.03 for most of the wells. 

 

The mean time lags (average time lag for all 39 monotonic tidal periods) did not change significantly 

from well to well, ranging from 69 minutes to 72 minutes.  However, the time lags in each well changed 

considerably during different tidal cycles (Table 5-1). 

 

5.1.4 Procedures for Tidal Correction of Groundwater Drawdown Data 

 

When an aquifer hydraulic test is conducted in a tidally influenced aquifer, groundwater levels are 

affected by at least two major factors:  drawdown from pumping and fluctuation caused by tide.  Tidal 

fluctuation, if significant compared with pumping drawdown, can complicate interpretation of test data.  

Literature review shows that correction of non-steady state pumping test data for tidal influence has not 

been much studied and that no readily applicable methods are currently available.  Therefore, in this 

section, two different approaches are developed and discussed.  The two approaches? that is, the tidal 

correction of the drawdown data collected during the upper aquifer zone constant discharge pumping 

test? are presented in this section. 

 

5.1.4.1 Approach Based on the Linear Relationship Between Groundwater and Tide  

 

As shown in Equation 5-1, observed groundwater level fluctuations in tidally influenced aquifers are the 

sum of tidally induced fluctuations and water level changes caused by other factors.  For the time period 

from t0 to t, differential Equation 5-1 can be solved by integration, as follows: 
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(5-10) 
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This integral can be expressed as follows: 

 

[ ]h t h t h t E H t t H t t h ttide lag lag' ( ) ( ) ( ) ( ) ( ) ' ( )= − − − − − +0 0 0  (5-11) 

 

where 

 h0(t)  = Tidally corrected groundwater elevation at time t [L] 

 h0(t0)  = Tidally corrected groundwater elevation at initial time t0 [L] 

 h(t) =  Observed groundwater elevation at time t [L] 

 h(t0)  = Observed groundwater elevation at initial time t0 [L] 

 H(t- tlag) = Tidal elevation at time t- tlag [L] 

 H(t0- tlag) = Tidal elevation at time t0- tlag [L]  

 Etide = Tidal efficiency [dimensionless] 

 tlag = Time lag [T] 

 

This equation shows that the groundwater elevations corrected for tidal influence can be calculated from 

the observed groundwater elevations, observed tidal elevations, and tidal influence parameters (tidal 

efficiency and time lag).  The equation also shows that the tidal influence component of changes in 

groundwater level can be expressed as a linear function of tidal fluctuations in surface water. 

 

Water level drawdowns at time t can be defined as: 

 

s t h h tref( ) ( )= −  (5-12) 

 

and 

s t h h tref' ( ) ' ( )= −  (5-13) 

 

where 

href = Reference groundwater level (a constant) [L] 

 s(t) = Observed water level drawdown at time t [L] 

 s0(t) = Tidally corrected water level drawdown at time t [L] 

 

 



 

S:\NoVOCs\Draft Report\Text\Draft Report Rev2.doc 5-8 

Using Equations 5-12 and 5-13 to substitute for h(t), h(t0), h’(t), and h’(t0) in Equation 5-11, the tidally 

corrected water level drawdown can be described as follows: 

 

[ ]s t s t s t E H t t H t t s ttide lag lag' ( ) ( ) ( ) ( ) ( ) ' ( )= − − − − − +0 0 0  (5-14) 

 

where 

s(t0)  = Observed water level drawdown at initial time t0 [L] 

 s0 (t0)  = Tidally corrected water level drawdown at time t0 [L] 

 

Both Equations 5-11 and 5-14 assume that the tidal efficiency and time lag are constant over the 

calculation period from t0 to t.  However, as discussed in the previous section, tidal efficiency and time lag 

are generally not constant for different tidal periods (tidal cycles).  In fact, tidal study data collected in 

April 1998 at the site demonstrate that tidal efficiency and time lag vary significantly over the 10-day 

period. 

 

Equations 5-11 and 5-14 are the basis of the first approach (linear relationship) used for tidal correction of 

the groundwater drawdown data.  The tide data were obtained from the San Diego Bay station of the 

National Oceanic and Atmospheric Administration (NOAA).  The linear relationship approach for 

correcting groundwater drawdown data for tidal influence is described as follows: 

 
(1) Identify the high and low points in the bay tide elevation record, and divide the bay tide 

record into monotonic segments bounded by consecutive high and low tide elevations. 
 
(2) Identify the high and low groundwater levels in the groundwater drawdown data, and 

divide the groundwater drawdown data into segments that correspond to the monotonic 
tidal segments identified in step 1. 

 
(3) Compare each of the bay tidal segments with corresponding groundwater drawdown data 

segments to determine whether the time spans are similar for the two segments.  If the 
time span for a monotonic tidal segment is different from the corresponding drawdown 
segment, the time scale of the tidal segment is compressed or expanded by linear 
interpolation to match the drawdown segment. 

 
(4) The first and last groundwater drawdown segments may or may not match a complete 

monotonic segment of the bay tide, depending on timing of the pumping test in relation to 
the tide cycles.  Therefore, multiple smaller data segments are used to better match the 
time scale of the early pumping test data. 

 
(5) Shift the time axis of the bay tidal segments based on the range of the time lag values 

calculated from the April 1998 tidal study data (Table 5-1).   Apply the tidal efficiency 
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(also Table 5-1) to correct each segment of observed groundwater drawdown using the 
equation: 
 

[ ]s s s E H H s' ( ) ( ) ( ) ( ) ( ) ' ( )τ τ τ= − − − +0 0 00  (5-15) 

 

   where 

s0(τ) = Corrected groundwater drawdown for the segment [L] 

s0(0) = Corrected groundwater drawdown at the start of the segment [L] 

s (τ) = Observed groundwater drawdown for the segment [L] 

s(0) = Observed groundwater drawdown at the start of the segment [L]  

H(τ) = Tidal elevation for the segment [L] 

H(0) = Tidal elevation at the start of the segment [L] 

E = Tidal efficiency for the segment [dimensionless] 

τ = Time since beginning of the segment [T] 

 

(6) The tidal correction procedure is repeated for all segments of the tidal and groundwater 
drawdown record. 

 
 

5.1.4.2 Approach Based on the Best-Fit Equation of Groundwater Tidal Fluctuation 

 

In the second approach for tidal correction of groundwater drawdown data, a tidal influence curve (best-

fit equation) is generated for the period of the pumping test that reflects only tidal fluctuations.  These 

tidal influence curves are generated for data from each of the observation wells.  Using this approach, 

fluctuations in groundwater levels calculated from the tidal influence curve are subtracted from the 

observed drawdown data collected during the pumping test.  The corrected drawdown can then be used to 

calculate aquifer parameters. 

 

The tidal influence curves for observation wells within the radius of influence during a pumping test can 

be derived from the tidal influence curves for data from wells outside the radius of influence or from tidal 

curves for the bay tide.  Tidal data collected at the observation wells before or after the pumping test 

cannot be used because the bay tide changes significantly with time.  During the pumping test, tidal 

fluctuation at different wells within the pumping aquifer is generally a function of aquifer hydraulic 

properties and distance from the shoreline but not a function of time, as described in Equations 5-2 

and 5-3. 
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In general, the tidal influence curve at a monitoring well is described as a series of sinusoidal (or cosine) 

functions as follows:  

 

f t A B
T

ti
i

i
i

n

( ) sin[ ( )]= + +
=
∑ 2

1

π τ  (5-16) 

 

where 

 A = A constant related to the difference between groundwater and bay tide elevations [L] 
 
 Bi = The amplitude of the ith tidal constituent [L] 

 Ti  = The period of the ith tidal constituent [T] 

  τi = The phase of the ith tidal constituent[T] 

 

The amplitude, period, and phase of the tidal function in groundwater are related to the tidal efficiency 

and time lag of the aquifer and the same parameters of the bay tidal constituents.  The bay tidal 

constituents in turn are caused by the rotation of the Earth about the sun, the moon about the Earth, and 

the Earth on its axis.  The amplitude, period, and phase of each tidal constituents (waves) of the tidal 

influence function can be calculated through harmonic analysis, which is commonly used to predict ocean 

tides at various locations in the United States.  The phase of the ocean tide is determined by the starting 

point of the prediction, and the phase of groundwater tidal influence is a function of the starting point of 

the calculation and time lag behind the ocean tide. 

 

Groundwater level at well MW-20 was observed using a pressure transducer during the entire period of 

the aquifer test (including step drawdown and constant discharge pumping tests).  Well MW-20 is located 

approximately 800 feet from the NoVOCsTMpumping well and about 140 feet from San Diego Bay.  This 

well is clearly outside the radius of pumping influence.  Therefore, the second approach (best-fit 

equation) was developed using groundwater level data for well MW-20. 

 

The tidal correction procedures for the pumping test drawdown data based on the best-fit equation 

approach is described as follows: 

 

(1) Plot the groundwater level data collected from well MW-20.  Based on Equation 5-16, a 
best-fit tidal curve (as a sinusoidal equation) can be obtained through harmonic analysis.  
The plot and best-fit tidal curve are presented in Figure 5-2.  The correlation coefficient 
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(R2) of the best-fit equation (tidal curve) is 0.96.  The tidal curve for MW-20 is described 
as: 
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(5-17) 

 
(2) Select a time period when the pumping impact is insignificant (from August 1 through 4, 

1998, after the deep aquifer zone step drawdown tests), and compare data for well 
MW-20 with the bay tide and groundwater level data collected from other observation 
wells (Figures 5-3 through 5-10) 

 
(3) Based on Equation 5-17 and Figure 5-3, generate the tidal influence curve for well 

MW-45: the elevation constant (A) is calculated 
 

(4) Based on the difference between the average groundwater elevations in wells MW-20 and 
MW-45; the amplitude constants (Bi) are calculated based on the difference in tidal 
efficiency between the two wells; the tidal period constants (Ti) are kept the same; and 
phase constants (τi) are adjusted based on the starting time and the different time lags 
between the two wells.  The tidal influence curve for well MW-45 during the period of 
the constant discharge pumping test is described as follows: 
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 (5-18) 

 
(5) Repeat Steps 3 and 4 to obtain the tidal influence curves for data from wells MW-46, 

MW-47, MW-48, MW-49, MW-52, MW-53, and MW-54.  Equation 5-17 and Figures 
5-3 through 5-10 are used for determining the tidal influence functions.  The tidal 
influence curves for these wells during the constant discharge pumping test are described 
by the following equations: 
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(6) Calculate tidal fluctuation in groundwater using the above tidal influence equations for 
data from all observation wells.  Subtract the tidal fluctuation from the observed 
groundwater elevations, and calculate tidally corrected drawdown from the tidally 
corrected groundwater elevations.  Using data for well MW-45 as example, the corrected 
drawdown is calculated using the following equation: 
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s t h f h t f tMW MW
* ( ) [ ( ) ( )] [ ( ) ( )]= − − −− −0 045 45  (5-26) 

 
  where 

s*(t) = Tidally corrected groundwater drawdown [L] 
 

h (0) = Observed groundwater elevation at the beginning of the pumping 
test [L] 

 
h (t) = Observed groundwater elevation during the pumping test [L] 

 
fMW-45 (0) = Calculated groundwater elevation from the tidal influence curve 

at the beginning of the pumping test [L] 
 

fMW-45 (0) = Calculated groundwater elevation from the tidal influence curve 
at the beginning of the pumping test [L] 

 

5.1.5 Tidal Influence Correction for the Constant Pumping Test 

 

As shown in Figures D2 through D6 in Appendix D, groundwater level data collected during the constant 

discharge pumping test in the upper aquifer zone showed significant tidal influence.  In order to use the 

pumping test data to calculate aquifer hydraulic parameters, the observed groundwater drawdown must be 

corrected for tidal influence.  The goal of the tidal influence correction is to separate groundwater 

drawdown caused by pumping from groundwater fluctuations caused by tidal influence, only the 

pumping-induced groundwater drawdown is used to calculate aquifer parameters. 

 

Two tidal influence correction approaches are developed and discussed in Section 5.1.4.  Both approaches 

are used to correct the drawdown data collected during the constant discharge pumping test in the upper 

aquifer zone.  The two key tidal influence parameters, tidal efficiency and time lag, are applied in the first 

approach to derive fluctuations in groundwater caused by tides at the observation wells.  The parameter 

values are initially calculated from the April 1998 tidal study data.  Because the bay tide during the 

pumping test (July/August 1998) was different from the tide in April 1998, the parameters are adjusted to 

provide the best results of tidal influence correction.  Table 5-2 shows the adjusted tidal efficiency and 

time lags used for the tidal influence correction. 

 

Observed San Diego Bay tide and groundwater levels in well MW-20, the simulated tidal influence 

(curves), and observed groundwater levels for well MW-45 during the constant discharge pumping test 

are compared in Figure 5-11.  The figure shows that the tidal influence decreased with distance from the 

bay, and that the simulated tidal influences using the two different approaches are similar. 
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Figures 5-12 through 5-19 compare the observed and corrected groundwater drawdown data at different 

observation wells for the constant discharge pumping test.  As shown in these figures, the original 

observed groundwater drawdown graphs indicate significant tidal influence.  After correction for tidal 

influence, the groundwater drawdown curves show typical groundwater level drawdown caused by 

pumping.  The figures also show that the tidal influence corrections using the two different approaches 

are generally in close agreement.  The corrected groundwater drawdown data using the linear relationship 

approach are applied in Section 5.3 to calculate aquifer parameters. 

 

In summary, two new approaches for tidal correction of groundwater drawdown data collected during a 

pumping test have been developed.  The corrected drawdown data using both approaches correlated 

reasonably well with each other and reflect typical pumping test responses.  Some uncertainties associated 

with both tidal correction approaches include impact of aquifer heterogeneity, differences in tidal 

fluctuation during different tidal periods (tidal cycles), and interpolation of tidal data to match frequent 

data records at the early stage of the pumping test. 

 

5.2 CALCULATION OF SPECIFIC CAPACITY AND WELL EFFICIENCY 

 

This section presents the calculations of specific capacity and well efficiency for the NoVOCsTMwell.  

The calculations are based on water level data collected from the step-drawdown test conducted in the 

upper screened portion of the well (screened in the upper aquifer zone), the step-drawdown conducted in 

the lower screened portion (screened in the deep aquifer zone), and the water injection test conducted in 

the upper screened portion. 

 

5.2.1 Specific Capacity Calculation 

 

Specific capacity of a pumping well is calculated based on (1) the pumping rate and measured maximum 

drawdown for pumping tests, or (2) the injection rate and maximum water level rise for injection tests 

(assuming the drawdown and water level rise had stabilized) during each test step.  The upper aquifer 

zone step-drawdown test was conducted in three steps.  The upper aquifer zone step-injection test and the 

deep aquifer zone step-drawdown pumping test were each conducted in four steps.  The specific capacity 

is calculated using the following equation: 
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q
Q

si
i

i

=  (5-27) 

 

where 

 qi = Specific capacity [L2T-1] 

 Qi = Pumping (or injection) rate [L3T-1] 

 si = Maximum drawdown (or water level rise) [L] 

 

Figures C1, E1, and F1 (Appendices C, E, and F) show the water levels during the step tests.  Table 5-3 

shows the step test data and calculated specific capacities for each step of the tests.  Based on the upper 

aquifer step-drawdown test, specific capacity of the NoVOCsTMwell calculated for various steps ranges 

from 1.35 to 1.70 gpm/ft, with the average of 1.48 gpm/ft.  The upper aquifer injection test shows similar 

results, and the calculated specific capacity ranges from 1.45 to 1.57 gpm/ft, with the average of 1.50 

gpm/ft.  The specific capacity values estimated from the deep aquifer step-drawdown test are higher than 

for the upper aquifer zone.  The calculated specific capacity for the deep aquifer ranges from 3.02 to 

3.51 gpm/ft, and the average specific capacity is 3.22 gpm. 

 

5.2.2 Well Loss and Well Efficiency  

 
The theory and concept of well loss and well efficiency and applied approaches for step-drawdown test 

data analysis have been extensively discussed in the literature.  Currently, there are still different theories 

and approaches to calculate well efficiency.  This section presents a brief evaluation of different 

approaches (Section 5.2.2.1) and calculation of well loss and well efficiency for the NoVOCsTMwell 

based on the step-drawdown and step-injection test data (Section 5.2.2.2). 

5.2.2.1  Evaluation of Different Approaches 
 

The discussion of well loss and well efficiency are somewhat conflicting and confusing, as reflected in 

the literature (Jacob 1947; Rorabaugh 1953; Driscoll 1986; and Kawecki 1995).  According to Jacob 

(1947), total drawdown in a pumping well can be divided into two components: (1) aquifer drawdown 

that can be described as a linear (first order) function of pumping rate and (2) well loss (caused by 

turbulent flow) that can be described as an second-order function of the pumping rate, as follows:  

 

s BQ CQ= + 2  (5-28) 
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where 

s = Total drawdown (or water level rise) in the pumping (injection) well [L] 

Q = Pumping rate [L3T-1] 

B = Aquifer drawdown coefficient [L-2T] 

C = Well loss coefficient [L-5T2] 

 

Rorabaugh (1953) proposed a more general empirical form of well loss that is described as a nth-order 

function of the pumping (or injection) rate.  Thus, the total drawdown can be expressed as follows: 

 

s BQ CQn= +  (5-29) 

 

 

Step-drawdown tests are commonly used to determine B, C, and n.  Rorabaugh (1953) used n values 

ranging from 2.43 to 2.82; however, Lennox (1966) reported that n=3.5 was more suitable for his step-

drawdown test data analysis.  In practice, Equation 5-28 has been more widely used and the well loss 

component is generally considered a second-order function of the pumping rate (n=2).  BQ represents 

aquifer drawdown caused by pumping, and CQ2 represents the well loss.  Once the coefficients B and C 

are determined, the well efficiency Ewell (in percent) is calculated as follows: 

 

E
s CQ

swell =
−

×
2

100  (5-30) 

 

 

Driscoll (1986) pointed out that Jacob’s and Rorabaugh’s definitions of well loss and well efficiency were 

inadequate and that their assumptions that well loss is attributable to turbulent flow and aquifer drawdown 

is attributable to laminar flow were incorrect.  Based on Driscoll (1986), a portion of the CQ2 term might 

actually come from aquifer drawdown and portion of BQ term might include well losses.  Driscoll’s 

conclusion was reportedly based on testing of hundreds of wells, however, no details were given 

regarding the tests and data. 

 

Kawecki (1995) concluded that traditional methods of analyzing step-drawdown test data produce 

information (well loss and well efficiency) that can be misleading, inaccurate, or meaningless.  Kawecki’s 

conclusion is based on the assumption that well losses include both linear and nonlinear components.  
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Kawecki separated the aquifer drawdown coefficient (B) into B1 and B2; where B1 represents the “true 

aquifer drawdown” coefficient as a function of “real well radius” and time, and B2 represents the linear 

well loss coefficient. 

 

Calculating the well efficiency based on the “true aquifer drawdown” and “real well radius” is not a 

simple task because the “true aquifer drawdown” cannot be readily measured in most cases.  Calculated 

aquifer drawdown is generally not accurate because of uncertainties associated with the parameters and 

model assumptions.  The methods provided by Driscoll (1986, page 558) and Kawecki (1995) both 

require accurate values for aquifer and pumping well parameters.  Driscoll’s and Kawecki’s examples 

show that the calculated well efficiencies based on the aquifer and pumping well parameters can have a 

large range of values because of uncertainties of the estimated parameter values.  Therefore, the methods 

by Driscoll and Kawecki are inaccurate and impractical. 

 

Dawson and Istok (1991) proposed two methods to determine the well efficiency.  The first method is 

similar to the Driscoll (1986) method that requires calculation of the theoretical aquifer drawdown based 

known aquifer transmissivity and storativity values.  The second method plots distance-drawdown data 

from at least three observation wells and extrapolates a straight fitted line to project aquifer drawdown at 

the pumping well.  There are two problems with this method: (1) aquifer drawdown is not a linear 

function of distance, nor a logarithmic linear function of distance because Jacob simplification of Theis 

equation is not valid for short duration of step-drawdown tests; and (2) a large extrapolation will pose 

significant error in determining the actual aquifer drawdown at the pumping well.  Both methods 

proposed by Dawson and Istok, therefore, are also inaccurate and impractical. 

 

Well efficiency calculation in this study is based on the traditional concepts that well losses are caused by 

turbulent flow near and within the pumping well and aquifer drawdown is a result of laminar flow.  The 

well losses can be described as a second-order function of pumping rate and aquifer drawdown is 

determined as a linear function of the pumping rate (Equation 5-28).  For this study, it is believed that 

Equations 5-28 and 5-30 is adequate and applicable to calculate the well efficiency. 
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5.2.2.2  Calculation  

 

Well loss and well efficiency can be calculated using graphical methods and computational approaches 

based on step-drawdown pumping test data.  A simple  graphical method that has been widely used is to 

plot s/Q versus Q (Bierschenk 1964).  Rearranging Equation 5-28, s/Q can be expressed as: 

 

s

Q
B CQ= +  (5-31) 

 

Based on Equation 5-31, s/Q versus Q plots should yield a straight line with slope C and y-axis 

intercept B. 

 

The disadvantages of this graphical approach are: (1) high uncertainty because multiple steps (at least 

three) of step-drawdown test data may not adequately fit a straight line (low correlation coefficient); and 

(2) calculation error will increase significantly when the pumping rate is relatively low and well loss is 

small (nearly a horizontal line). 

 

The straight line graphical method is not appropriate for analyzing the NoVOCsTMwell step test data 

because s/Q versus Q plots are scattered.  The data poorly match a straight line (correlation coefficient, 

R2, is less than 0.62; see Figures 5-20 and 5-21).  In some cases, a straight line cannot be obtained.  

Examples of s/Q versus Q are presented in Figures 5-20 and 5-21. 

 

A new graphical approach developed for this investigation was therefore used instead to calculate aquifer 

drawdown and well loss coefficients (B and C) in this study.  The observed total drawdown (s) versus 

pumping rate (Q) is plotted and a best-fit second order polynomial function is generated using the least-

square method (Figure 5-22 through Figure 5-24).  Based on Equation 5-29, parameters B and C are 

determined by the best-fit curves.  Figures 5-22 through 5-24 show that the correlation coefficients (R2) of 

the best-fit equations range between 0.97 to 0.99.  For the upper aquifer injection test, water level rise is 

used instead of drawdown (Figure 5-23). 

 

Well efficiency calculation results are presented in Table 5-4.  As shown in the table, the calculated well 

efficiencies for both shallow and deep NoVOCsTMwells are quite high, ranging from 77 to 99 percent.  

These efficiencies indicate that well losses through the well screen and sand pack are relatively low for 



 

S:\NoVOCs\Draft Report\Text\Draft Report Rev2.doc 5-19 

the pumping and injection rates used in the step tests. The well efficiency will decrease when pumping 

rates increase. 

 

Table 5-4 also shows that the shallow well injection efficiency (average 97 percent) is higher than the 

pumping efficiency (average 82 percent).  There are several explanations for the higher injection 

efficiency.  First, the shallow well was redeveloped just before the injection test because of the 

inadvertent injection of turbid water from a dirty hose.  The well was subsequently pumped intensively 

(five times the volume of water injected) to clean the well.  Second, the injected water was clean tap 

water that was less turbid than the aquifer water being pumped.  Third, uneven cuts of screen slots 

between the inside and the outside of the well screen may cause outward (injection) flow to be less 

turbulent than inward (pumping) flow. 

 

The injection efficiency calculated using the step-injection test data is consistent with the well efficiency 

based on measured water level rises inside and outside of the well screen (upper piezometer data).  Well 

efficiency was also evaluated using the dipole test data (see Section 5.5 of this report).  The dipole test 

data may be more representative of the NoVOCsTMoperation efficiency because injected water was drawn 

directly from the deep aquifer.  Conversely, the injected water used for the upper aquifer injection test 

was clean tap water.  Clean tap water has different physical and chemical characteristics (particularly 

turbidity, pH, and Eh) from the aquifer water, and it may have affected the injection test results. 

 

5.3 AQUIFER HYDRAULIC PARAMETER CALCULATION 

 

This section analyzes the data from the constant discharge pumping test conducted in the upper screened 

portion of the NoVOCsTMwell and presents calculations of values for various aquifer hydraulic 

parameters.  Many analytical models are available to analyze pumping test data and calculate aquifer 

hydraulic parameters.  Different models were developed to simulate a variety of aquifer conditions.  The 

first and most critical step in a pumping test data analysis is to select an appropriate model (or models) for 

the specific aquifer conditions, pumping and observation well construction, and pumping test 

configurations. 

 

The analytical model for the NoVOCsTMwell pumping test data evaluation was selected based on the site 

hydrogeologic conceptual model, the pumping test configuration (including pumping and observation 

well construction), and the pumping test drawdown response characteristics.  Section 5.3.1 summarizes 

the site hydrogeology and presents the site hydrogeologic conceptual model.  Section 5.3.2 describes the 
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pumping test configuration.  Section 5.3.3 discusses the drawdown response characteristics of the 

pumping test.  Section 5.3.4 discusses selection of the analytical model, and describes the selected model 

and its applicability.  The results of parameter calculation are discussed in Section 5.3.5.  

 

5.3.1 Site Hydrogeologic Conceptual Model 

 

The site hydrogeology has been discussed in Section 2.5.  The site hydrogeological conceptual model for 

the tested aquifer is summarized as follows: 

 

• The aquifer is a thick layer of fine sand that is generally composed of artificial fill and 
shallow marine-deposited sediments.  The aquifer extends from the ground surface to a 
depth of approximately 105 feet bgs across the site.   

 
• The aquifer is underlain by an impermeable layer (aquitard) of clay (the B clay), which 

forms the base of the aquifer.  Several less permeable layers such as dense or silty sand 
and the A silt/clay exist within the aquifer in variable  thicknesses (generally less than a 
few feet); none of these less permeable layers behave as significant aquitards because 
they are relatively thin and lack lateral continuity. 

 
• Although the aquifer is heterogeneous and anisotropic in a large scale, it can be 

considered homogenous and horizontally isotropic within the zone of pumping influence 
because the grain size of the fine sand layer is relatively uniform.  The aquifer is 
vertically anisotropic. 

 
• The aquifer is generally under unconfined conditions.  The lower portion of the aquifer 

below the dense sand layer may be under semiconfined conditions. 
 
• The initial water level in the tested aquifer was observed at approximately 17 feet bgs.  

Groundwater generally flows to the west toward San Diego Bay; however, the 
groundwater gradient is small and relatively flat.  

 
• Groundwater recharge and discharge are primarily through lateral flow.  Vertical 

infiltration is another source of groundwater recharge.  No precipitation occurred during 
the pumping test period; therefore, the vertical recharge is negligible. 

 
• San Diego Bay is considered a lateral boundary of the aquifer.  However, the drawdown 

responses from the pumping test do not reach the bay, which is approximately 1,000 feet 
from the test site.  Consequently, boundary effects of pumping are considered 
insignificant. 

 
• The aquifer is tidally influenced.  Tidal influence correction may be needed for the 

drawdown responses in the observation wells. 
 
 



 

S:\NoVOCs\Draft Report\Text\Draft Report Rev2.doc 5-21 

5.3.2 Constant Discharge Pumping Test Configuration  

 

Pumping test configuration is important in selecting analytical models.  Construction details of the 

pumping and observation wells, the pumping rate and duration, and the spatial orientation of the 

observation wells for this pumping test study are discussed in Sections 4.1 and 4.3.  The constant 

discharge pumping test configuration was as follows: 

 

• Groundwater was pumped from the upper screened interval of the NoVOCsTMwell, which 
is 43 to 47 feet bgs. 

 
• Pumping well diameter is 8 inches, and boring diameter is 14 inches (including sand 

pack). 
 
• Pumping rate was kept constant at 20 gpm. 
 
• Pumping duration was 32 hours. 
 
• Initial groundwater level was approximately at 17 feet bgs. 
 
• Saturated thickness of the tested aquifer was estimated at 88 feet. 
 
• Drawdown was monitored in 10 observation wells surrounding the pumping well, but the 

data logger malfunctioned at two of the observation wells (MW-50 and -51). 
 
• Distances between the observation wells and the pumping well range from 27.7 to 107.9 

feet. 
 
• Most of the observation wells have 5-foot screens, except for MW-54 which has a 40-feet 

screened interval. 
 
• The observation wells are screened at various depths of the aquifer, ranging from 38 to 78 

below ground surface. 
 
• The pumping well and all of the observation wells are all partially penetrating wells.  

 
Table 5-5 summarizes the pumping test configuration; this information was used for data interpretation 

and calculation of aquifer hydraulic parameters. 

 

5.3.3  Drawdown Response Characteristics 

 

In general, drawdown data from the pumping and observation wells are plotted in linear, semilogarithmic, 

and logarithmic scales.  By comparing the drawdown plots with type curves, many important features of 

the aquifer conditions can be characterized.  Some of the important features include well loss or wellbore 
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storage effects, pumping rate variations, leaky aquifer condition, positive (recharge) or negative 

(impermeable) boundaries, and delayed yield effects. 

 

Evaluation of drawdown responses for this pumping test study is complicated because of tidal influences 

during the test.  The magnitude of the maximum observed drawdowns in each of the observation wells is 

similar to the magnitude of the tidal fluctuations in the aquifer (see Figures 5-12 through 5-19).  

Therefore, data cannot be analyzed before tidal correction is made.  The tidal influence correction 

procedure and corrected drawdown results were described in Section 5.1 of this report.  The drawdown 

data analysis of all the observation wells is based on the corrected data.  The pumping well drawdown 

(more than 16 feet) was significantly greater than the tidal fluctuations in the groundwater level (less than 

0.8 feet).  Consequently, the pumping well data do not need correction for tidal influence. 

 

Table 5-6 summarizes the drawdown responses for all wells during the constant discharge pumping test.  

The initial response time is the time at which drawdown in an observation well is first positively 

identified.  The water levels were affected by tidal influence, and the maximum drawdown values 

presented in Table  5-6 may include numerical error caused by the tidal correction. 

 

The initial response time and maximum drawdown observation wells show that the wells constructed at 

different depths all responded to pumping in the upper aquifer zone.  There are slight variations in 

response time and maximum drawdown at the well cluster nearest to the pumping well (MW-45, MW-46, 

and MW-47).  These slight variations disappeared with distance from the pumping well, as noted in well 

cluster MW-48 and MW-49, with the response time increasing and maximum drawdown decreasing with 

depth.  This type of response shows that the vertical hydraulic connection between the upper aquifer zone 

and lower aquifer zone is good; the dense or silty sand layers do not behave as a significant aquitard. 

 

Table 5-6 also shows that the maximum drawdown and response time in the observation wells vary 

inversely with distance from the pumping well.  This inverse relationship indicates that the aquifer is 

relatively homogeneous and isotropic in horizontal directions. 

 

The log-log plots of the drawdown data for the observation wells (Figures 5-25 through 5-32) shows that 

the early data follow the Neuman type curve A closely.  These early data were recorded in a short period 

during which the tidal influence is insignificant; therefore, tidal correction is minimal.  The corrected late 

drawdown data clearly show the delayed yield effects that may be attributed to delayed gravity water 
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releases near the water table or the vertical flow component caused by partially penetrating pumping and 

observation wells.  The late data may also include errors in the tidal influence correction. 

 

The following summarizes the drawdown responses of the observation wells during the constant 

discharge pumping test: 

 

• Drawdown responses were identified in all of the observation wells within a radius of 
108 feet; positive identification of drawdown is defined as drawdown is greater than 
0.01 feet (any data recorded below 0.01 feet include significant transducer and data 
logger error). 

 
• Early drawdown responses in the wells show that the data plots closely follow the Theis-

type curve; the intermediate and later data indicate delayed gravity yield effects. 
 
• In horizontal directions, maximum drawdown decreases, while the response time 

increases, with distance from the pumping well, suggesting horizontal homogeneity and 
isotropy of the aquifer. 

 
• In vertical directions, slight differences in maximum drawdown and responding time 

were observed among the well clusters 30 feet away from the pumping wells.  The 
differences are less distinguishable in the well cluster 60 feet from the pumping well.  
These differences may indicate that vertical anisotropy exists within the tested aquifer; 
however, a significant or continuous aquitard probably does not exist between the upper 
and lower aquifer zones. 

 
 
5.3.4 Selection of Analytical Model 

 

Based on the site hydrogeologic conceptual model, the pumping test configuration, and drawdown 

response analysis discussed in the previous sections, the tested aquifer is considered a thick unconfined 

aquifer with some vertical anisotropy.  Both the pumping well and observation wells partially penetrate 

the aquifer.  Neuman’s delayed yield model for partially penetrating wells in an unconfined aquifer 

(Neuman 1975) was selected as the most appropriate analytical model for the pumping data test analysis. 

 

Neuman’s model simulates two stages of groundwater release from an unconfined aquifer to a pumping 

well.  At the early stage of the test, groundwater is released from the aquifer by water pressure decreases 

and aquifer compression.  At the later stage, groundwater is primarily released by gravity drainage of the 

aquifer matrix (delayed yield), which usually causes a decrease in the groundwater drawdown rate. 
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Four parameters can be calculated by curve matching techniques used in the Neuman method:  

transmissivity (T), storativity (S), specific yield (Sy), and Neuman delayed yield factor (β).  Aquifer 

transmissivity is defined as hydraulic conductivity multiplied by aquifer thickness; it measures the 

volume of groundwater that flows through a vertical area defined by unit width and entire thickness of the 

aquifer per unit time under unit groundwater gradient.  Storativity measures the aquifer potential for water 

release by pressure decrease and aquifer compression, defined as the volume of water released from 

storage per unit surface area of aquifer per unit decline in hydraulic head.  Specific yield measures 

unconfined aquifer potential for water release by gravity drainage; it is defined as the volume of water 

released from storage in an unconfined aquifer per unit aquifer volume.  The Neuman delayed yield factor 

measures the effect of delayed yield from vertical gravity drainage and is related to the ratio of vertical 

hydraulic conductivity to horizontal hydraulic conductivity (KZ/Kr), defined as follows (Neuman 1975): 

 

K

K

b

r
Z

r

= β
2

2
 (5-32) 

 
where 

β = Neuman delayed yield factor [dimensionless] 

b = Saturated thickness of the aquifer [L] 

r  = Distance from the pumping well to the observation well [L]  

KZ  =  Vertical hydraulic conductivity of the aquifer [LT-1] 

Kr  =  Horizontal hydraulic conductivity of the aquifer [LT-1] 

 

5.3.5 Results and Discussion 

 

Aquifer hydraulic parameters were calcula ted using the groundwater pumping test data analysis software 

package AQTESOLVTM (Duffield and Rumbaugh 1991; HydroSOLVE 1996).  The Neuman delayed 

yield model for partially penetrating wells in unconfined aquifers was selected to analyze the groundwater 

drawdown data corrected for tidal influence.  Log-log plots of drawdown versus time were prepared, and 

the plots were matched visually with the Neuman type curves.  The automatic matching option (using the 

least-square computational approach) offered by AQTESOLVTM was not used because the computational 

method is insensitive to the early data match and biased toward the data in the late stage of the test.  The 

late data may include more errors caused by tidal influence and tidal correction.  In addition, early data 

matched to Neuman’s type curve A is important for accurate estimation of aquifer hydraulic parameters. 
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Figures 5-25 through 5-32 show the drawdown plots and the Neuman type curve matching for the various 

observation wells.  As shown in the figures, the Neuman delayed yield type curves match well with the 

corrected drawdown plots.  The drawdown data clearly illustrate the delayed gravity drainage effects.  

The curve matches in these figures indicate that the aquifer parameter calculation based on the pumping 

test data is representative. 

 

Table 5-7 presents the results of the aquifer hydraulic parameter calculation using AQTESOLVTM.  The 

calculated aquifer hydraulic parameters are summarized as follows: 

 

• The calculated aquifer transmissivity ranges from approximately 2,200 to 2,780 ft2/day.  
The aquifer hydraulic conductivity was calculated based on the saturated aquifer 
thickness of 88 feet, ranging from 25 to 32 feet per day (ft/day) or 0.009 to 0.011 cm/sec.  
The range of the estimated hydraulic conductivity is typical for fine sand, which is 
consistent with the aquifer’s lithologic conditions at the site.   

 
• The estimated aquifer storativity ranges from approximately 0.001 to 0.008.  In the 

Neuman delayed yield model, storativity represents the elastic release of water from the 
aquifer matrix at an early stage of the pumping test. 

 
• Specific yield of the testing aquifer ranges from 0.02 to 0.12, approximately one to two 

orders of magnitude greater than the storativity values.  The estimated specific yield 
values are within the typical range for unconfined aquifers. 

 
• The estimated ratio of vertical to horizontal hydraulic conductivity ranges from 0.08 to 

0.3.  The ratios were calculated from the Newman delayed yield factor based on equation 
5-32.  The calculated ratios indicate the aquifer is considerably anisotropic in the vertical 
direction.  

 
 

Generally, the estimated aquifer hydraulic conductivity values may represent the average horizontal 

properties of the testing aquifer.  The hydraulic conductivity values calculated from data for the 

observation wells near the pumping well may be more representative of the upper zone condition.  The 

calculated transmissivity, storativity and specific yield values are relatively constant for various depths of 

screened intervals and different distances from the pumping well, showing that the hydraulic property of 

the aquifer is relatively homogeneous. 

 

5.4 DETERMINATION OF GROUNDWATER FLOW PATTERNS 

 

Previous site investigations indicate that groundwater generally flows west in the vicinity of the 

NoVOCsTMwell.  However, the mean groundwater flow direction and the horizontal and vertical 
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hydraulic gradients have not been adequately characterized in those investigations because tidal effects 

and variable groundwater densities caused by sea water intrusion were not considered.  This section 

discusses the principles, procedures, and results of groundwater flow pattern determination, including 

mean groundwater level calculation from tidally influenced water levels and density correction for 

groundwater hydraulic gradient. 

 

5.4.1 Mean Groundwater Level Calculation from Tidally Influence Water Levels 

 

One widely applied method to calculate mean groundwater elevation from tidally influenced water levels 

was developed by Serfes (1991).  The Serfes method is a three-step filtering approach (calculating 

moving averages) that uses hourly groundwater level data collected during a 70-hour period.  The three-

step filtering approach provides more accurate average groundwater levels than the straight arithmetic 

mean.  The Serfes method was modified as explained below because water level data unaffected by 

aquifer testing for 70-hour periods were not available.  The periods of data unaffected by pumping tests 

ranged from 30 to 62 hours.  Also, the Serfes method was modified to allow the use of data collected 

more frequently than the 1-hour interval specified by Serfes (1991).  Water levels were monitored at 

20-minute intervals for the upper aquifer zone wells and at 15-second intervals for some of the lower 

aquifer zone wells. 

 

The modified method is based on an average period of approximately 25 hours for a complete tidal cycle 

consisting of two high tides and two low tides.  The procedures for the modified method for data of 20-

minute frequency are as follows: 

 

1. For a 50- to 75-hour groundwater elevation data series {Hi ,  i = 1, 2, …, n} with  149 ≤ n 
≤ 224, compute the first sequence of means {Xj , j = 1, 2, …, n-74} as follows: 

 

X H where j nj m j
m

= = −+
=

∑1

75
1 2 74

0

74

, , ... ,  (5-33) 

 
 where 

   Xj   = The first sequence of means [L] 

  Hm+j  = Groundwater elevation data in 20-minute interval [L] 

 

2. Then, the second sequence of means {Yk} {k=1,2, …, n-142} is calculated as follows: 
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Y X where k nk m k
m

= = −+
=
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0

74

, , ... ,  (5-34) 

 
 where 

 Yk = The second sequence of means [L] 

 Xm+k  = The first sequence of means [L] 

 

3. Finally, the mean groundwater elevation M is calculated as follows: 
 

M
n

Yk
k

n
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− =

−
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148 1

148

 (5-35) 

 

 where 

 M = The mean groundwater elevation [L] 

 

 
The mean groundwater elevations for wells MW-45, MW-47, and the upper screen of the NoVOCsTMwell 

were calculated using an electronic spreadsheet following the procedures above.  Groundwater level data 

for wells MW-48, MW-49, MW-52, and MW-53 were recorded in 15-second intervals; therefore, 

calculation procedures for the mean elevation were further modified to use all the data that had been 

collected.  The principle of this modification is the same as discussed above. 

 

The mean groundwater elevations calculated for wells MW-45, MW-48, MW-52, and the upper screen of 

the NoVOCsTMwell represent groundwater flow patterns in the upper aquifer zone.  The mean 

groundwater flow direction in the lower aquifer zone was characterized by the mean water elevation data 

from wells MW-47, MW-49, and MW-53.  Data for other monitoring wells were not used because the 

wells were either constructed between the two zones or fully penetrate the aquifer. Groundwater elevation 

data for some of the wells are not available. 

 

5.4.2 Density Correction of Groundwater Levels 

 

Evaluation of groundwater flow pattern in the vicinity of the NoVOCsTMwell is further complicated by 

seawater intrusion.  The salinity of groundwater at the site is generally 2 to 3 percent and the density of 

groundwater samples from almost all the monitoring wells is greater than 1 gram/cubic centimeter 

(g/cm3).  In addition, groundwater density varies by well location and depth.  In general, the density of 
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groundwater is higher in the lower aquifer zone.  In the following sections, the calculation of equivalent 

fresh-water heads and the correction of groundwater levels measured by pressure transducers are 

discussed. 

 

5.4.2.1 Calculation of Equivalent Fresh-Water Heads  

 

Calculation of equivalent fresh-water heads (elevations) from an aquifer with variable water density is the 

first step of the density correction.  Equivalent fresh-water heads plotted on maps and contoured are 

necessary to estimate horizontal groundwater flow direction and hydraulic gradient.   The apparent head 

measurements in a density-variable aquifer should not be used to plot groundwater level contour maps: 

the contours of such plots will be misleading because the density effect can cause water to flow from 

apparent low to apparent high heads. 

 

The following discussion presents the principles and procedures for calculating the equivalent fresh-water 

head.  Density correction procedures for data collected by pressure transducer are different from those for 

manual measurements using water level indicators. 

 

Groundwater hydraulic head is a sum of elevation head and pressure head, described as follows (Freeze 

and Cherry 1979): 

 

h z= + ψ  (5-36) 

 

where 

 h = The hydraulic head [L] 

 z = Elevation of the point of measurement [L] 

 Ψ = The pressure head [L] 

 

The pressure head of groundwater is a function of gage pressure and groundwater density; therefore, the 

hydraulic head can be further defined as follows: 

 

h z
p

g
= +

ρ
 (5-37) 
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where 

 p = Groundwater gage pressure [ML-1T-2]  

 ρ = Groundwater density [ML-3] 

 g = Gravitational acceleration [LT-2] 

 

Equation 5-37 shows that the hydraulic head (h) for higher density water will be less than the hydraulic 

head for fresh water under the same pressure and elevation conditions.  Groundwater does not necessarily 

flow from the higher head to the lower head under this circumstance.  

 

From Equation 5-37, the measured groundwater elevation above the MLLW in a monitoring well at the 

site is as follows: 

 

h z
p

g
b

= +
ρ

 (5-38) 

 

where 

 h = The measured groundwater elevation using water level indicator [L] 

 ρb = Density of groundwater in the well [ML-3] 

z = Elevation of the middle point of the well screen above (positive) or below 
(negative) a datum [L] 

 
 p = Groundwater gage pressure at the middle point of the well screen [ML-1T-2] 

 

Also from Equation 5-37, the equivalent fresh-water head above the datum in the monitoring well is given 

by: 

 

h z
p

g
* = +

ρ0

 (5-39) 

 

where 

 h* = Equivalent fresh water head above the datum [L] 

 ρ0 = Density of fresh water (assumed to be 1) [ML-3] 

 

Considering that the gage pressure of groundwater in the well is constant, Equations 5-38 and 5-39 can be 

combined to obtain the following equation: 
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( ) ( )*h z g h z g
b

− = −ρ ρ0  (5-40) 

 

Rearranging Equation 5-40 and substituting specific gravity γ = ρb/ρ0 into the equation, the equivalent 

fresh-water head, h*, is defined as follows: 

 

h h z* ( )= + −γ γ1  (5-41) 

 

where 

 γ = Specific gravity of the groundwater [dimensionless] 

 

Equation 5-41 should be used to calculate equivalent fresh-water head based on the water level 

measurements collected manually by water level indicators.  Equation 5-41 may be used for pressure 

transducer data under certain circumstances, as explained in the next section. 

 

5.4.2.2 Correction of Groundwater Levels Measured by Pressure Transducer  

Pressure transducers measure water pressure.  The water pressure reading is usually converted by data 

logger software to a water head above the transducer.  The conversion is usually based on the density of 

fresh water (Equation 5-39).  If the water density differs from that of fresh water but the conversion is 

based on fresh water, the resulting water head value will be the fresh water equivalent head relative to the 

transducer.  If the conversion is based on the actual density of the water (Equation 5-38), the resulting 

water head value will be the actual water head relative to the transducer.  Correcting pressure transducer 

data for density effects depends on whether raw pressure data were converted to heads using fresh water 

density or actual water density.  Correcting the data also depends on (1) the manner in which the data 

logger software processes the data, (2) whether initial water levels input into the data logger have been 

corrected for density effects, and (3) whether multiple manual water level measurements are available for 

the data recording period.  Several cases of data handling are discussed below (data logger configurations 

are described in bold, followed by an explanation of corrections that should be applied): 

 

• Case 1:  The actual density of the groundwater was measured and the data logger 
used actual density to convert pressure data to water head above the transducer.  
The initial water level, measured manually and input into the data logger, was not 
corrected for density effects. 
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All water levels recorded by the data logger are actual water levels and not fresh-water 
equivalent water levels.  Equation 5-41 should be used to convert all water level data 
output from the data logger.   

 
• Case 2: The actual density of the groundwater was measured.  The initial water 

level (manually measured) was corrected to a fresh-water equivalent using 
Equation 5-41 and input into the data logger.  The data logger used fresh-water 
density to convert pressure to fresh-water equivalent head above the transducer.   
The data logger was set up to record changes from the initial water level. 

 
No additional density correction is required.  All data logger output will be fresh-water 
equivalent water levels.   

 
• Case 3:  Actual density of groundwater was not considered in the data logger 

configuration.  Multiple manual measurements of water levels were collected during 
the recording period. 

 
 Using the manual measurements, which represent the apparent groundwater elevations, 

the pressure transducer data should be adjusted to also represent apparent groundwater 
elevations.  Equation 5-41 can then be applied to the entire adjusted data set to obtain 
equivalent fresh-water elevations. 

 
• Case 4:  Actual density of groundwater was not considered in the data logger 

configuration.  Only initial manual measurement of water levels was collected 
during the recording period. 

 
The change in water level from the initial data point should be calculated for each 
pressure transducer data point. The initial pressure transducer data point should be 
adjusted to represent the apparent water level elevation based on the initial manual water 
level measurement.  Equation 5-41 should be applied to the adjusted initial groundwater 
elevation to obtain the initial fresh-water equivalent elevation.  No density correction is 
needed for the water-level changes calculated from the pressure transducer data.  The 
water-level changes should be directly added to or subtracted from the density-corrected 
initial groundwater elevation to obtain fresh-water equivalent elevations for the entire 
data set. 

 
 
5.4.3 Corrected Water Levels and Horizontal Groundwater Flow Direction 

 

Groundwater elevations and drawdown changes were measured using pressure transducers during the 

various phases of the aquifer tests.  Manual water level measurements were also collected at the pumping 

well and at most observation wells during the tests.  The data were corrected following the procedures 

specified for the Case 3 and Case 4 examples discussed in the previous section.  The corrected results are 

presented in Appendixes C through G. 

 


